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Abstract

As the volume of published research in the biomedical domain increases, the need for effective information extraction systems grows in parallel. In this context, the task of named-entity recognition (NER) is essential. NER is defined as the classification of words in free text that represent predefined categories such as genes, proteins or other entities.

As a specific application of NER, the main focus of this thesis is the recognition of mutation mentions from the biomedical literature. More specifically we aim to create a model able to recognize mutation mentions expressed in natural language. The current state-of-the-art method, tmVar [1] is only able to recognize a small subset of standard or semi-standard mentions. Our method both outperforms tmVar on those types of mentions and is also able to recognize natural language (NL) mentions. Previously no other method considered NL mutation mentions.

The performance of NER machine learning models is intrinsically limited by the availability of high-quality-annotated corpora. The construction of such corpora is costly – specially when expert annotators are required. In the biomedical domain, the difficulty of the task is even greater, since the number of possible named entities is higher and keeps growing with new discoveries.

To combat the lack of large annotated corpora, we turn to the exploitation of large volumes of unlabeled text, applying a semi-supervised learning approach. Using techniques for unsupervised feature learning we aim to increase the performance of traditional NER models. More specifically, this thesis focuses on augmenting common conditional random field (CRF) approaches combined with novel word representation features learned from large bodies of biomedical text. Furthermore, using an active learning approach we extend an existing corpus of mutation mentions (IDP4 [2]) with additional NL mentions. Finally, and in support of evaluating our semi-supervised learning approach, we develop a complete pipeline for biomedical named-entity recognition including preprocessing steps, feature generation, model learning and normalized predictions. Our extended corpus, NER tool and pipeline framework are all open sourced on GitHub (https://github.com/Rostlab/naia).
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1 Introduction

The topic of this thesis in general is semi-supervised learning for biomedical named-entity recognition. More specifically, we focus on learning entities representing mutation mentions, with emphasis on mentions expressed in natural language. The rest of the introduction to this thesis is organized in three parts. First, we state our goals that we have set for ourselves at the beginning of the project. Next, we give a brief overview of biomedical natural language processing in general, including motivations and significance. Finally, we give an overview of the landscape of existing and state-of-the-art methods for mutation mention extraction.

1.1 Goals

In this section, we state the goals for this thesis and the method in general, as defined at the beginning of the project. All of our research efforts were aimed at achieving these goals and answering the questions we posed as reliably and rigorously as possible. The goals are as follows:

1. Study the significance of natural language (NL) mentions in mutation mention recognition

2. Create a corpus (or extend an existing one) for NL mentions, if the study in the first goal proves them to be significant enough

3. Create a method for mutation mention extraction satisfying the following constraints:
   • The method should perform as good as, or better than the current state-of-the-art method tmVar [1].
   • The method should perform fairly well for NL mentions, should they prove to be significant.
   • Create a tool based on our method, that can be easily adopted and extended by the community. This entails writing well-documented, extensible and modular code as well as a good end-user documentation and a simple API easily usable by both computer scientists and biomedical researchers.
1 Introduction

1.2 Biomedical NLP

Biomedical text mining or natural language processing (NLP), is a relatively recent research area focusing on applying text mining techniques to biomedical literature. Most of the efforts in the field are focused towards automatic information extraction, such as identification of proteins, genes, mutations, diseases or chemical compounds as well as the relations between them. More generally, we can say the goal of biomedical NLP systems is efficient knowledge discovery, and ultimately accelerating new biomedical discoveries.

As the volume of published research in the biomedical domain increases, exhibiting exponential growth [3], the need for effective information extraction systems grows with it. Luckily, the ratio of articles available for text mining, stored in online databases (e.g. MEDLINE/PubMed) is growing as well. However, directly adopting methods that are proven to work well in other areas, for example named entity recognition in news articles, is not straightforward. This in big part is due to the unstandardized, constantly changing terminology and complex nomenclature in the biomedical field. Coupled with the unstructured nature of natural language, this makes any BioNLP task challenging. Furthermore, there is a lack of structural representation of domain knowledge and limited availability of quality annotated corpora for model training.

The major challenge as seen by many [4, 5, 6] is to create tools that are truly useful to the biomedical community, helping them solve real world problems. Therefore, close collaboration between computer scientists, biomedical researchers and article publishers is required. Efforts have to be put into making more published literature available for text mining purposes, moving away from processing only abstracts and towards processing full text articles. And finally, we need to develop models specifically tailored to BioNLP.

1.3 Mutation Mention Extraction: Landscape of Methods

MutationFinder [7] is one of the oldest and still rather widely used system for extraction of point mutation mentions. It is based on set of approximately 700 regular expressions and has good precision (98.4%) and satisfactory recall (81.9%). The main disadvantage of this method is that it can only recognize a small subset of simple standard mentions.

Another system is OSIRISv1.2 [8], it focuses on single nucleotide polymorphisms (SNPs) and is based on a pattern-based search algorithm. Performs both extraction of variation terms from articles and mapping to their respective dbSNP identifiers. With 99% precision and 82% recall, it performs fairly well, but similarly to MutationFinder it is quite limited in that it is only able to predict one type of simple standard mentions.
Another system for NER of genetic variants, that similarly focus on SNPs is SETH [9]. This system implements an Extended Backus–Naur (EBNF) grammar, to recognize mentions as defined by the Human Genome Variation Society (HGVS) nomenclature [10]. Additionally, it modifies the original implementation of MutationFinder and extends it with new regular expressions aimed at recognizing mentions that do not strictly follow the HGVS nomenclature. Furthermore, it performs grounding and normalization to dbSNP identifiers. Similarly as all of the above mentioned systems, SETH achieves good performance (precision 0.98%, recall 0.86%), but it is limited to simple standard mentions.

1.3.1 State-of-the-art Method

Currently, the state-of-the-art method for mutation mention extraction as considered by many is tmVar [1]. This method is based on conditional random fields (CRFs) and can capture significantly more diverse types of mentions compared to the previous methods. The success of this method is mostly due to the following key characteristics:

- Use of a CRF based machine learning approach, previously not used for mutation mention extraction, as opposed to regular expressions and rule based approaches.
- Combination of typical NER features with a wide array of hand crafted features specific to mutation mentions.
- Custom defined fine grained tokenization that attempts to separate different components of a mutation mention into separate tokens (e.g. token for the part signifying position, wild-type, frame-shift, etc.), as well a complimentary set of 11 fine grained labels as opposed to the typical labels using the BIO or the BIEO format.
- A set of additional postprocessing steps, attempting to correct misclassified mentions.

All of these characteristics amount to a method that yields great performance with precision and recall of around 91%.

However, although it does recognize more varied types of mentions compared to previous methods, it is still not able to handle mentions expressed in natural language. For a definition on natural language mentions and analysis of why it is important for a method to recognize such mentions please refer to chapter 2.
2 Natural Language Mutation Mentions

All of the methods that we discussed in section 1.3, perform relatively well on a subset of standard mutation mentions. However, most of them are not able to handle mentions expressed in natural language. As stated previously, one of the goals of this thesis was to study the significance of NL mentions and develop a model able to recognize them should they prove to be significant. In order to do so, first we have to formulate a working definition of what constitutes an natural language mention.

2.1 Definition

Developing a reliable definition of what makes a mutation mention natural language (NL) or standard (ST) is not a straightforward task. Even human annotators may disagree whether a particular mention is NL or not. For example the mention ‘alanine 27 substitution for valine’ maybe be considered by some to be an NL mention, since it is not expressed with the standard HGVS nomenclature[10]. Others however, may consider the same mention to be standard or semi-standard, since one can easily write simple regular expressions to match such mentions. Therefore, we wanted to algorithmically define NL mention, using simple heuristics, easing our further analysis.

We implemented this task as a preprocessing step in our pipeline, where different NL definitions implement the interface nala.preprocessing.definers.NLDefiner. To accommodate for the gray area between completely standard and natural language mentions, our definers can define a mention as one of 3 subclasses detailed in Table 2.1, while examples for each of them is given in Table 2.2.

We implemented several different definitions. Note that most of the implementation of NL definers was done by Carsten Uhlig. They are:

<table>
<thead>
<tr>
<th>mention type</th>
<th>description</th>
<th>method</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ST)</td>
<td>HGVS nomenclature; regular patterns</td>
<td>MutationFinder [7]</td>
</tr>
<tr>
<td>semi-standard (SS)</td>
<td>twilight zone, simple NL words</td>
<td>tmVar [1]</td>
</tr>
<tr>
<td>natural language (NL)</td>
<td>expressed in natural language; anything not ST or SS</td>
<td>nala</td>
</tr>
</tbody>
</table>

Table 2.1: Description of subclasses of mutation mentions and examples of methods tailored at recognizing them.
Natural Language Mutation Mentions

- **InclusiveNLDefiner** is based on two simple heuristics: length of the mention and number of words (here by words we mean the string split by empty spaces). If the mention has length greater than a set minimum length (by default 18) and more words than the minimum number of words (by default 4) then we consider it an NL mention, otherwise an ST mention. This definer cannot distinguish the SS subclass. We call it inclusive since we explicitly define which mentions are NL mentions.

- **SimpleExclusiveNLDefiner** uses different sets of regular expressions in conjunction with the number of words heuristic. The regular expressions try to match ST mentions, since they are easier to formulate as patterns. Anything not matched by them is considered an NL mention, hence the name exclusive. This definer cannot distinguish the SS subclass.

- **ExclusiveNLDefiner** is an extension of SimpleExclusiveNLDefiner with additional regular expressions aimed at capturing the SS class.

- **TmVarRegexNLDefiner** is another exclusive type of definer, in this case we used regular expressions that try to match ST mentions, which are taken from the tmVar system. Anything not matched by them is considered an NL mention. This definer cannot distinguish the SS subclass.

- **TmVarNLDefiner** is another exclusive approach, where we use the complete tmVar system instead of just their regular expressions. If tmVar is able to predict a mention then we consider it an ST mention otherwise we consider it a NL mention. This definer cannot distinguish the SS subclass, however, since tmVar can somewhat capture SS mentions, in this case it means that SS mentions are categorized as part of the ST subclass.

### 2.1.1 Manual Definition

The algorithmic definers implemented were intended to be used during the development of the method as a guiding tool to explore the performance on different types

<table>
<thead>
<tr>
<th>subclass</th>
<th>example</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>c.187C&gt;A</td>
</tr>
<tr>
<td>SS</td>
<td>Gln 187 to Lys</td>
</tr>
<tr>
<td>NL</td>
<td>substitution of a single amino acid (Gln to Lys), which is caused by a point mutation of a single nucleotide (C to A) in exon 3 at position 187</td>
</tr>
</tbody>
</table>

Table 2.2: Examples of typical mutation mentions for each subclass.
of mentions. The idea is to run some definer on our dataset after we collected the predictions and see the effect of our changes reflected in each subclass separately. However, they are ultimately based on simple heuristics and for the task of determining NL significance we wanted a more reliable source. Therefore, we manually annotated each of the mentions in the IDP4 corpus [2] for 2 separate annotators and additionally in the Verspoor corpus [11]. For each article we recorded:

- Total number of mentions.
- Number of NL mentions.
- Number of NL mentions that do not exist as a standard mention within the same text.

### 2.2 Significance

Now that we have working definitions of what is an NL mention we are ready to answer the question if they are significant.

First, in order to explore the difference between abstracts and full texts we define:

\[
\text{Ratio}_{\text{AbstractFull}} = \frac{NL_{\text{Abstract}}}{NL_{\text{Full}}},
\]

where \( NL_{\text{Abstract}} = \frac{NL_{\text{mentionsAbstract}}}{Tokens_{\text{Abstract}}} \) and \( NL_{\text{Full}} = \frac{NL_{\text{mentionsFull}}}{Tokens_{\text{Full}}} \).

We normalize the NL mutation mentions by the number of tokens to better represent the amount of text one person would have to read through manually on average to find a NL mention. After calculating the ratios we concluded that we prefer abstracts because the ratio is higher than 1, with namely IDP4 corpus having 5 times more NL mentions in the abstracts and Verspoor containing around 1.8 times more NL mentions in the abstracts.

Next, we wanted to examine the prevalence of NL mentions which should be a good indicator of their significance. More specifically, we look at the fraction of NL mentions from all mentions as defined by one of the NL definers. The results vary for different corpora.

The tmVar corpus has only 3% NL mentions, this makes sense, since the tmVar system was not aimed at NL mentions at all. In the Verspoor corpus, there are 10% to 30% NL mentions depending on the used NLDefiner. However, after manual inspection of those mentions we concluded they are too broad (e.g. mutation in exon 5), and
do not follow our annotation guidelines defined for the IDP4 corpus. Therefore, we excluded them from any training or further analysis. The SETH corpus focuses on ST mentions like tmVar, and similarly has less than 5% of NL mentions. Finally, the IDP4 corpus has 10% of NL mentions, which we deem significant enough to continue with further analysis.

In conclusion, only the IDP4 corpus has a significant amount of usable NL mentions, while the other corpora have mostly ST or SS mentions. Note that most of the analysis on abstract vs. full text and the prevalence of nl mentions was done by Carsten Uhlig.

The second analysis in regards to the NL significance, focuses on finding the percentage of mutation mentions in natural language that do not appear as standard mention. In other words if some mention appears as both NL and standard mention within the same text, then the significance is significantly lower compared to mentions of mutations, that only appear as NL mention and are not translated into a standard mention.

Using the 3 numbers we recorded for the manual definition described in subsection 2.1.1 we calculate the following statistics:

- **S1**: percentage of documents that have at least one NL mention.
- **S2**: percentage of documents that have NL mention and at least one non-ST mention.
- **S3**: percentage of documents that have at least one non-ST mention.
- **S4**: average percentage of non-ST mentions per document.
- **S5**: ratio of NL mentions from ALL mentions.
- **S6**: ratio of non-ST mentions from ALL mentions.

The results of those statistics are present in Table 2.3. The main three insights we can gain from these results are the following:

- Between **32%** and **45%** (depending on corpus) of documents contain at least one mention that is an NL mention and is not translated into an ST mention within the same text.
- Between **5%** and **12%** (depending on corpus) of total mentions are NL mentions that are not translated into an ST mention within the same text.
- When considering abstracts vs. full texts, the ratio of NL mentions is significantly different. More specifically, around **8%** for full texts, compared to between **14%** and **19%** for abstracts. With this we confirm the previous conclusion based
Table 2.3: Values for the $S_1$ – $S_6$ statistics shown for two randomly selected annotators from the IDP4 corpus and the Verspoor corpus. A+F signifies calculation for both abstracts and full texts together, while A or F signifies abstract or full text on their own respectively.

These three insights, along with the first analysis, clearly demonstrate that NL mentions are significant enough. Therefore, our goal of creating a model that can reliably predict them is justified.
3 Materials and Methods

3.1 Preliminaries

3.1.1 Corpora

The creation of reliable NER models, in more ways than one, is highly dependent on the quality of the annotated corpora used for training and evaluation. Unfortunately, in the biomedical domain, not a lot of corpora exist regarding mutation mentions. Additionally, most of the existing corpora have a relatively small number of documents, and all of them with the exception of the IDP4 corpus do not consider NL mentions at all. This section briefly describes the corpora that were used during the development process of our method. We evaluated the following corpora:

- The **IDP4** corpus [2] is a gold standard corpus, that compared to related corpora, that only have annotations of standard mutation mentions, additionally contains annotations of natural language mentions of mutations, annotations of proteins and organisms, as well as relations between them. The quality of the corpus is reflected by the high inter-annotator agreement (IAA), reported at 87.23% for all documents and ranging from around 85% to around 90% between pairs of annotators. The corpus also defines a comprehensive list of annotation rules, available at https://www.tagtog.net/jmcejuela/IDP4/-settings, which were originally used to create it and can be used now to extend it. This corpus was developed as part of previous work, in the frame of an interdisciplinary project in the biomedical area, and is the main corpus on which we build our method. The corpus consists of 163 documents, 85 of which are abstracts and 78 are full text documents.

- **tmVar** corpus is provided from the state-of-the-art method tmVar [1] and was mostly used as a benchmarking corpus. It contains 500 abstract with mostly standard mentions and few semi-standard mentions. As stated previously in our goals, we want to reproduce tmVar as baseline for our framework, therefore we use it to evaluate the performance and meaningfully compare tmVar to nala.

- The **Verspoor** corpus [11], also known as the Variome Corpus, is a relatively small corpus of 10 full text documents. Besides mutation mentions it has other
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annotations as well such as: body parts, diseases, genes, etc. As discussed in section 2.2, although it has many NL mentions, most of them are not suitable according to the IDP4 annotation guidelines. Therefore, this corpus was not included for developing our method.

- The MutationFinder corpus is a gold standard corpus for mutation extraction systems consisting of 588 abstracts used to develop the MutationFinder method [7]. This corpus has only simple standard mentions.

- The SETH corpus contains 630 abstracts used as the main corpus for the SETH method, and similarly has only simple standard mentions [9].

3.1.2 Merging Strategies

In the IDP4 corpus, 4 annotators in total were annotating documents, with each one annotating around 100 abstract and full-text articles. The distribution of the documents to different annotators was varied. Some documents were annotated by all 4 annotators, while others were annotated by groups of 2 annotators. Some documents, after the annotation rules were already developed and the annotators had enough experience were annotated only once.

In the current state of the corpus, the annotations are provided separately per each annotator. In the early stages of development we only used the annotations from one randomly selected annotator. However, to fully utilize the corpus the annotations have to be merged together for those documents that have been annotated more than once. In order to achieve that we developed the following merging scheme:

1. Start with the annotations from the first annotators as base

2. Merge the annotation from each subsequent annotator into the base, one at a time, using one of the following strategies:
   
   a) For the general merging strategy choose between: union or intersection
      
      - where union merges all entities, overlapping and non-overlapping between annotators, handling cases of partial overlap according to 2.b.
      
      - and intersection merges only overlapping entities and discards the non-overlapping ones, handling cases of partial overlap according to 2.b.

   b) For the partially overlapping entity merging strategy choose between: shortest or longest entity or priority
      
      - where shortest picks the entity with shorter length out of the two.
      
      - longest picks the entity with longer length out of the two.
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- and priority picks the entity from the annotator with higher priority, where the priority of each annotator was assigned according to their average inter annotator agreement (IAA), with higher average IAA translating to higher priority.

3.2 Evaluation Measures

In supervised learning scenarios, to estimate the performance of a method, often the measures used are based on simple counting of the true positives, false positives, true negatives and false negatives. With those four counts measures such as accuracy, precision, recall and $F_1$ score are calculated. In typical classification tasks, we are considering the labels of each instance separately. If we translate this directly to our task, it means to report the performance based on the misclassification of individual tokens. However, such evaluation is not suitable due to several reasons. First, it will greatly overestimate the real performance, since most of the individual token labels are ‘O’ which are easy to predict. Second, viewed from a point of a higher level of abstraction, e.g. from the end-user’s perspective, the tokens do not have any meaning. What we care about is whether a span of text is a mutation mention or not, and not if we correctly predicted each individual token’s label in that span.

Therefore, we use measures defined on a mention level. At this level, we count a prediction as a true positive, if and only if, it matches exactly the same offset as the real mention, or in other words if they span the same tokens. If a prediction does not match exactly to a real mention we have two cases to consider. The prediction and the real mention:

- either do not overlap at all, in which case we have a false positive or a false negative accordingly.

- or they overlap partially. What we do in this case is defined by our strictness parameter. If the strictness is set to ‘exact’ we count this a misclassification since for this strictness only mentions with the exact same span are considered true positives. However, if the strictness is set to ‘overlapping’ then we do count it as true positive. A third setting of strictness was used as well, termed ‘half-overlapping’, where we divide the number of partial matches by two.
Using these mention level counts we calculate:

\[
\text{Precision} = \frac{tp}{tp + fp}
\]

\[
\text{Recall} = \frac{tp}{tp + fn}
\]

\[
F_1 \text{ Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Another evaluation measure that makes sense is a document level evaluation measure. However, due to time restrictions we were not able to implement it and will be implemented in future releases of nalaf.

3.3 System Architecture

In order to facilitate the accomplishment of the goals we stated in the introduction we created a pipeline for biomedical named-entity recognition, including preprocessing, feature generation, model learning and other modules. The pipeline was implemented in Python, supporting versions 3.2 or greater. Python was an obvious choice due to its wide adoption by the general scientific community. Furthermore, Python allows for easy prototyping avoiding excessive boilerplate code.

On figure Figure 3.1 one can see an overview of the system architecture.

![nala Processing Pipeline](image)

**Figure 3.1: nala system architecture**

3.3.1 Design Goals

From the very start the key design goal was to write code that is highly modular, with minimal dependencies between modules and well defined interfaces. The motivations
behind this design goal were several. Firstly, it allows for creation of software that can be easily used and extended by the community. This is important, since our system will be opened sourced. Secondly, it allows us to easily experiment and change different components of the learning process, in hope to improve the performance. For example, one can easily swap out one implementation of a \texttt{Tokenizer} for another, without having to worry about the rest of modules. Similarity, one can easily extend the system with new features, by adding a new implementation of a \texttt{FeatureGenerator}, or create a new combination from existing ones. Furthermore, we wanted to make sure that the code is well documented and well tested. Therefore, a set of unit tests have been implemented as well for each of the key modules in our pipeline.

Initially, the implementation was self contained as a single project. However, after realizing that a big portion of the already implemented functionality is not necessarily specific to biomedical NER, we decided to split it into two separate projects, nalaf and nala.

### 3.3.2 nalaf

The goal of nalaf - (Na)tural (La)nguage (F)ramework - is to be a general-purpose module-based and easy-to-use framework for common text mining tasks. At the moment two tasks are covered: named-entity recognition (NER) and relationship extraction. These modules support both training and annotating. Associated to these, helper components such as cross-validation training or reading and conversion from different corpora formats are given.

We created nalaf by extracting all of the code from the original project that was not tied to the biomedical domain, thereby enabling users to train and use NER models from any domain. For example, modules for generating typical NER features such as word shapes or part-of-speech tags are now part of nalaf.

### Choice of CRF Library

The modularity of our pipeline allows to easily swap one particular implementation of CRFs for another. However, we had to decide nonetheless which default CRF library we wanted to use. There are a few popular existing libraries: wapiti [12], MALLET [13], CRF++ [14] and CRFSuite [15]. Obviously, a library written in Python would be preferred. Unfortunately, none of these libraries are written in Python so we have to settle for writing wrapper classes to invoke and use them. After careful consideration of the pros and cons of each library we discarded MALLET and CRF++, mostly because the other two libraries perform significantly faster.

One key requirement for us was to be able to input real valued features, or at least
assign real valued weights to the input features. This requirement is due to the word representation features discussed in subsection 3.6.3. Since CRFSuite is the only library that supports such features we picked that implementation as default.

However, one big drawback to the choice of CRFSuite is the inability to utilize multiple cores on a multi-core machine, in comparison to wapiti which can run in multi-threaded mode. The reader should note that if real valued features are not used in a specific task and training time is essential, wapiti might be a better choice.

3.3.3 nala

After the separation, now nala became a specialized tool for mutation mention extraction, using nalaf as library. Modules for generating mutation specific features for example, implement the general interface defined by nalaf and are easily composed together to create a model.

Furthermore, nala includes implementation of a document selection pipeline for the purposes of the bootstrapping process, as well as postprocessing module specific to mutation mentions. Additionally, it includes wrappers around the GNormPlus system [16] for tagging of genes and proteins as well as helper methods for obtaining data from Uniprot.

3.4 Overview of Used Techniques

The following section aims at providing a brief overview of the key techniques used in our method, as well as the motivation behind using them. Most of these approaches are general, however, we view them in the context of named-entity recognition.

3.4.1 Conditional Random Fields

Conditional random fields (CRFs) are an instance of undirected probabilistic graphical model. They are particularly suitable for processing any kind of sequential data [17] such as natural text or images [18] for example. To date, they are probably the most popular method for sequence labeling and parsing tasks (e.g. named entity recognition or part of speech tagging), especially in the biomedical domain [19]. CRFs are able to learn from data by utilizing a set of indicator feature functions that depend on features of a token at position $i$ in the sequence and the labels of the current and previous token $l_i$ and $l_{i-1}$. Technically, this is a special instance of a CRF model, called a liner-chain CRF, since we are only depending on the current and previous labels. More general CRFs also exist, but inference is often not feasible for such general models. More on the design of typical features can be found in section 3.6.
Most state-of-the-art methods for NER used CRFs as their model, including mutation mention methods. With that taken into consideration, along with the ease of training and the fact that the learned model is easily interpretable we also choose CRFs as the basis for our method. The choice behind the particular implementation we used is detailed in subsubsection 3.3.2.

3.4.2 Recurrent Neural Networks

In the last period, neural network (NN) architectures have gained significant attention, mostly in the form of deep and convolution networks and are consistently outperforming traditional machine learning algorithms on variety of tasks. Most state-of-the-art systems for tasks such as image processing or speech recognition for example are based on NN architectures. Similarly, many NLP tasks have seen notable boost in performance using these kinds of models.

One key aspect we have to keep in mind when working with textual data is that we are essentially dealing with sequences (e.g. sequence of sentences or words). By default, sequences (especially those of variable length) are not accepted as input for standard feed-forward networks. Typical solution to use sequences in these types of networks is to rely on word embeddings and concatenating or summing over the vectors in the sequence. The main disadvantage of these approaches is that we are disregarding the order of the elements in the sequence, information that is essential to many learning tasks. Convolution approaches also allow to encode sequences of arbitrary length into fixed sized vectors, using various convolutions and pooling strategies [20]. Although they do take into account word order [21], they are limited to modeling only local patterns. Recurrent neural networks (RNNs) [22] overcome that disadvantage by both allowing for sequences of arbitrary length and utilizing the order in the sequence.

To give a simple overview, a simple RNN reads thorough a sequence iteratively, updating its hidden state based on the current element in the sequence and the hidden state from the previous time step. Traditional RNNs however, suffer from the vanishing gradient problem and therefore are difficult to effectively train. Various improvements have been proposed that solve this problem. Additionally, these improvements allow the RNN to adaptively remember of forget information from previous time steps.

One variation is the Long Short Term Memory (LSTM) [23] architecture that uses part of the state representation as memory cells controlled by gating (input, forget and output gates) units. These units essentially decided how much of the content in the memory cell we should remember or forget. Another improvement is the Gate Recurrent Unit (GRU) [24, 25]. In GRU, instead of having the current hidden state depending directly on the previous time step, we used two gates (reset and update gate) that effectively decided how much information from the previous time step is
allowed to go through. Both LSTM and the newly develop GRU use the same principle of gating, however GRU does not have separate memory cells and uses less gates. At the moment most of the state-of-the-art sequence modeling results are based on LSTM models.

### 3.4.3 Semi-supervised Learning

The performance of NER models, in general, is intrinsically limited by the availability of high-quality-annotated corpora. The construction of such corpora is usually costly and even more so when there is a need for expert annotators. In the biomedical domain, the difficulty of the task is even greater compared to other domains, due do the much higher number of possible named entities, which keeps increasing constantly as new proteins, genes and mutations get discovered. Additionally, when it comes to NL mentions in particular, humans often disagree on what part of the text exactly constitutes the mention. This in turn makes it even more difficult to create corpora with high inter-annotator agreement and slows down the corpus creating process.

One approach to combat the lack of large annotated corpora, is to turn to the exploitation of large volumes of unlabeled text, applying a semi-supervised learning approach. The idea is to use unlabeled data to reduce data sparsity and improve the overall performance of traditional NER models in conjunction with the labeled data. One way to achieve this is with unsupervised feature learning. Some of the assumptions behind such approach is that the data lie on a lower dimensional manifold compared to the input space or that it tends to form clusters. Additionally, we are leveraging the smoothness assumption, or in other words data point close to each other tend to have the same label.

### 3.4.4 Unsupervised Feature Learning

In general, when we talk about feature learning, we are referring to a set of techniques for transformation of raw data, e.g. pixels in an image or words in a text, into useful representations that can be effectively used for machine learning. This is in contrast to the manual feature engineering, which is often an expensive and time consuming task, where we hand craft features based on domain and expert knowledge.

The key idea behind unsupervised learning is to find a latent representation of the data space. More specifically, when we are working with text data we are trying to learn useful word representation. In this context, word representations are often simply real valued vectors associated with each word in our vocabulary.

There have been a few different approaches to learning word representations. Common early techniques were based on clustering methods such as the popular Brown
clustering algorithm [26] or [27]. The next group of features commonly refereed to as
distributional representations include techniques such as latent semantic analysis (LSA)
[28], latent Dirichlet allocation (LDA) [29] and random indexing (RI) [30]. And finally
we have neural word embedding features, which are based on neural network models.

Word embedding approaches have gained more popularity in the last few years and
they have been shown to improve performance in various NLP task. Relatedly, word
embeddings improve performance in biomedical NER tasks as shown by [31], [32] and
[33]. In terms of the underlying neural network architecture there are two commonly
used variations, namely, the CBOW (continuous bag of words) and the skip-gram
model [34]. The main difference between these two approaches is how we are creating
labels out of the unlabeled data to train the neural network. Briefly, CBOW tries to
predict the current input word based on its surrounding context, while skip-gram tries
to predict the surrounding words given the current word. Yet another approach is
GloVe (Global Vectors for Word Representation) [35], where the training is performed
on global word to word co-occurrence statistics.

After we learn word representations, with a certain method, we use them in one of
two ways: either as continuous features in the CRF setting described in subsection 3.6.3
or as features in an RNN model described in subsection 3.6.4.

3.4.5 Active Learning

The key idea behind active learning, as a special case of semi-supervised learning, is
the ability to interactively query some reliable source of information, often the user, for
the true labels of some data points of interest. During the training process of a model,
that means that we want to query the labels for data points for which the models is still
uncertain about. Effectively, we are lowering the number of examples needed to cover
a certain difficult part of the problem space, compared to the traditional supervised
learning approach. In other words, we are iteratively guiding the model to quickly
learn a certain difficult concept.

Another way to view the active learning approach is: as input we have a model we
are trying to learn or improve upon, a small set of labeled data and comparatively
large set of unlabeled data, while as output we desire to produce new labeled data by
querying an external source.

There are different algorithms for choosing candidate data points to be labeled
from the set of all unsupervised points. A general survey can be found in [36].
Some approaches include: sampling points for which the current model has very low
confidence, sample points that are expected to reduce generalization error or output
variance. Another common approach is query by committee. In this approach, first,
different models are trained using different classifiers, then we apply the model on
unlabeled data. Finally, we pick the data points for which the committee disagree most.

Active learning has been applied to many NLP tasks, including NER with great success [37]. In our particular task, the model is usually able to easily capture standard mutation mention but struggles with semi-standard and natural language mention. Therefore, to help the modeling of such mentions we need to do two things: firstly, select documents that are likely to have SS or NL mentions and secondly, manually annotate those documents and add them to the training dataset. In turns out the first task of selecting appropriate documents is not entirely trivial. Our approach is covered in subsection 3.9.1.

3.5 Preprocessing

Preprocessing is an important part of any text mining task. The main goal behind the preprocessing step is to identify meaningful units from a given text that we will process further. Our dataset is a collection of documents, which themselves are a collection of parts. Each part contains portion of the text that needs to be split further down into smaller and more useful units. For the purposes of our task those units are sentences and tokens since we want to extract some useful information, such as features on both sentence and token level. Therefore, the task of splitting a part into sentences and splitting a sentence into tokens are separate modules with their own interface as part of the preprocessing package.

Currently we are using a single implementation of the interface `nalaf.preprocessing.splitters.Splitter`, namely `NLTKSplitter` utilizing the sentence tokenization provided by NLTK [38].

3.5.1 Tokenization

The tokenization is certainly one of the most important parts of the preprocessing step and it can potentially have a big impact on the performance of the final method. Therefore, we explored different tokenizers, all of which implement the interface `nalaf.preprocessing.tokenizers.Tokenizer`.

The most basic implementation is the `NLTKTokenizer` which utilizes the word tokenization provided by NLTK [38]. Here simply each word in the sentence becomes a token, with additional steps such as splitting standard contractions or treating most punctuation characters as separate tokens.

The other implementations are variation of the tokenizer used in tmVar [1]. The idea behind the `TmVarTokenizer` is to define tokens on a finer level than words in order to capture individual components that make up a mutation mentions. To achieve that besides splitting words into tokens, special characters such as brackets are their own
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tokens. We also split into separate tokens transitions between numbers, uppercase and lowercase letters. For example the mention ‘c.(A27G)’ will be split into tokens ['c', ',', 'A', '27', 'G'].

Building on the original tmVar tokenizer we implemented several variations:

1. Remove splitting into separate tokens transitions from uppercase to lowercase letters (but keep the transition from lowercase to uppercase letters). This change will allows us to keep words starting with a capital letter intact and as a single token, while preserving finer tokenization of the components of mutation mentions. For example the mention ‘Novel approach’ would be split into:
   - ['N', 'ovel', 'approach'] before the change.
   - ['Novel', 'approach'] after the change.

2. Split non-ascii characters into separate tokens. For example ‘εA411P’ would be split into:
   - ['ε', 'A', '411', 'P'] before the change.
   - ['ε', 'A', '411', 'P'] after the change.

3. Join repeating non-alphanumerical characters into a single token. For example ‘(Gly —> Arg)’ would be split into the tokens:
   - ['(', 'Gly', '-', '-', '>', 'Arg', ')'] before the change.
   - ['(', 'Gly', '—', '>', 'Arg', ')'] after the change.

3.5.2 Labeling

The annotations of entities in most dataset are provided on a mention level, meaning small spans of the text are marked as a certain entity (e.g. mutation mention). That in turn means that one annotation mention might be in fact spanning across several token, depending on which tokenization was used. However, for most learning tasks we need to provide class labels not on a mention level, but rather on a token level. Therefore, we have to come up with a labeling scheme which given a span of text which represents an entity assigns a label to each of its tokens.

The labeling step has its own interface as part of the preprocessing pacakage. We explored and implemented the following labeling schemes:

1. **IOLabeler** uses the IO (inside, outside) format. Creates labels based on the class ID of each entity and the location of the token with regards to the mention span:
   - I-[class ID] marks a token inside the mention.
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- O marks a token outside the mention.

2. **BIOLabeler** uses the BIO (beginning, inside, outside) format. Creates labels based on the class ID of each entity and the location of the token with regards to the mention span:
  - B-[class ID] marks the first token of the mention.
  - I-[class ID] marks a token inside the mention.
  - O marks a token outside the mention.

3. **BIEOLabeler** uses the BIEO (beginning, inside, ending, outside) format. Creates labels based on the class ID of each entity and the location of the token with regards to the mention span:
  - B-[class ID] marks the first token of the mention.
  - I-[class ID] marks a token inside the mention.
  - E-[class ID] marks the last token of the mention.
  - O marks a token outside the mention.

4. **TmVarLabeler** is a close approximation of the labeling scheme used by tmVar [1]. Exact replication was not possible because algorithmic details were not provided in their paper, nor was the complementary part of the source code provided. The labels are assigned using a set of regular expression along with simple rules based on the assigned label to the previous token relative to the token being currently labeled. The following 10 labels can be assigned:
  - A: Reference sequence.
  - T: Mutation type.
  - F: Frame shift.
  - R: SNP.
  - M: Mutant.
  - W: Wild type.
  - S: Frame shift position.
  - P: Mutation position.
  - I: Other inside mutation tokens.
  - O: Outside.
3.6 Feature Design

The process of feature engineering is a vital part of learning any model. The aim is to create features that can capture well important characteristic useful for the prediction. When it comes to CRFs usually there is a set of features that work well regardless of the problem domain, and an additionally set of features engineered using domain knowledge. We designed and implemented 4 types of different features:

- Standard NER features.
- Mutation specific features.
- Word embedding features.
- Features based on RNNs.

3.6.1 Standard NER Features

These features are the ones typically used in NER task, and perform well regardless of the problem domain. They include:

- `nalaf.features.simple.SimpleFeatureGenerator` generates a feature that is simply text value of the token itself.
- `nalaf.features.simple.SentenceMarkerFeatureGenerator` generates a binary feature that marks the first ('BOS') and the last ('EOS') token in the sentence.
- `nalaf.features.simple.NonAsciiFeatureGenerator` generates a simple binary features indicating whether the token contains non-ascii characters.
- `nalaf.features.parsing.PosTagFeatureGenerator` generates features that mark the part-of-speech tag (POS tag) such as noun, verb, adjective of the token. The idea behind using them is to better capture NL mentions, since most NL mention will follow certain patterns (e.g. a noun followed by a preposition). To generate the POS tags we used the versatile text processing Python library TextBlob [39], which itself in the background uses the fast POS tagger implementation of library pattern [40].
- `nalaf.features.parsing.NounPhraseFeatureGenerator` generates binary features indicating whether the token is a part of a noun phrase and it is implemented using the noun phrase extraction module from TextBlob [39].
• **nalaf.features.conjunction.ConjunctionFeatureGenerator** for a set of already existing features, specified by the user, defines new so called conjunction features. More specifically, the user specifies a list of tuples, where each tuple consists of 2 or more existing features, and this generator simply concatenates the values of the features in the tuple.

• **Orthographic features** such as: word shape features, binary indicators for special characters, number of uppercase, lowercase and numeric characters, 1...5 prefix and suffix characters. Note that currently most of these features are implemented in **nala.features.tmvar.TmVarFeatureGenerator**, although since they are not specific to mutation mentions they will be transferred to nalaf in their own module.

### 3.6.2 Mutation-specific Features

The next set of features aim to capture information from the domain about the way mutation mentions are typically formed. They exploit the fact that certain keywords will most likely appear such as: mentions of amino acids, words like "substitution", "insertion", "deletion", etc. We implemented there different subtypes of features, two of which are aimed at capturing standard mentions and one aimed at capturing natural language mentions.

• The first set of features generated by **nala.features.tmvar.TmVarFeatureGenerator** are based on the features from the tmVar system [1], and are simple regular expression indicating the presence of different components of mutation mentions such as: DNA or protein symbols, amino acids in full or abbreviated form and keywords indicating the type of mutation, e.g. deletion, duplication, frameshift, etc.

• **nala.features.tmvar.TmVarDictionaryFeatureGenerator** generates the second set of features, also replicated from the tmVar system. The idea behind them is to capture the Human Genome Variation Society HGVS mutation nomenclature [10]. They consist of 11 regular expression 7 of which are used to match genomic mutations and 4 for protein mutations. The regular expressions are executed against each part. Whenever there is a match, the tokens spanning that match are marked with B/I/E (beginning, inside or ending of the match). Tokens not matched by any of the patterns have the value O.

• The third set of features aim at capturing patterns in NL mentions. With **nala.features.regex.RegexNLFeatureGenerator** we try capture mentions expressing deletion mutations with a set of 7 regular expression. Match against any of those
will result in a binary indicator feature. With \texttt{nala.features.nl_mutations.}
\texttt{SemiStandardFeatureGenerator} we want to capture more general NL mentions.
These features are executed on a sentence level, using a combination of regular
expression and simple rules. For example if there is match in the sentence for
regular expression indicating the position of the mutation and there is a mutation
word present (e.g. substituted) in the sentence then we mark the appropriate
matched tokens as well as any other mention of an amino acid withing the same
sentence.

### 3.6.3 Word Representation Features

As we already discussed in the section on semi-supervised learning, leveraging large
bodies of unlabeled text can potentially improve performance of NER models. Therefore
we designed features that use word representations as features for a CRF.

First we trained word embedding using both the CBOW and skip gram model. More
specifically we used the word2vec implementation by the gensim [41] Python library.
The training was done on the complete MEDLINE/Pubmed database, using the text
from abstracts and titles of all the available articles preprocessed with splitting and
tokenization. The word embeddings are simply $D$ dimensional real valued vectors.
Traditionally CRF model do not support real valued features, to overcome this a CRF
feature emebedding$_i$ is formed, where $0 < i < D$, for each dimension, and the numerical
value for that dimension is used as a weight for the feature. Additionally, we allow for
setting a weight multiplier that will apply to every dimension.

Secondly we implemented features based on clusters induced by the Brown clustering
algorithm. Since semantically or syntactically similar words are likely to belong in
the same clusters we develop features based on the brown cluster assignment. To
induce the clusters from unlabeled data we used Liang’s [42] C++ implementation
of the algorithm. The Brown clustering algorithm forms hierarchical clusters and
induces a binary there. Each word in the corpus is a single leaf, represented as string
of 1s and 0s, encoding cluster assignments up to the root of the tree. Then for each
word, we generate features representing all sub paths from the root to the word. For
example the word ‘mutation’ is encode as 10111100, and we will generate the features

### 3.6.4 RNN-based Features

In this section, we described a set of features derived from external models trained on
recurrent neural networks (RNNs). For the motivation behind using RNNs for sequence
tagging, as well as a brief overview see subsection 3.4.2. Early experiments in training
these RNNs, showed that they are capable of capturing some limited information about mutation mentions. Typically, very large amounts of data are required for achieving good performance in RNN models. Since, we have a rather small sample of labeled, instead of using the RNN models separately, we decided to use their probabilistic output as an input feature in our traditional CRF model.

We constructed several different types of neural network architectures using the keras [43] library built on top of theano[44, 45]. We train our data in the network, setup in layers as following:

1. **Input/Embedding layer** - Here, we explored two variations. Either using the pre-trained word embedding vector representations from all PubMed articles, to transform the textual data directly, or creating an Embedding layer that accepts indices representing words in our vocabulary. In the second approach, we essentially train word representation only from our labeled data, which might make them more suitable to solving the task at hand compared to general word representations.

2. **RNN layer** - Here we explore three different type of RRNs: an LSTM, GRU or a bidirectional RNN with an LSTM as forward pass and a GRU as backwards pass.

3. **Dropout layer** - Optional dropout layer with a probability of 0.5.

4. **TimeDistributedDense layer** - A simple densely connected layer that additionally stretches into the time dimensions (or in other words along the sequence length).

5. **Activation layer** - Using a soft-max activation function.

For the choice of hyper-parameters the following where chosen:

- an embedding layer of 100 dimensions.

- maximum sentence length of 150, longer sequences were truncated, this number was chosen after inspecting the distribution of sequence length for the complete dataset.

- 512 hidden units in both the second and the forth layer.

- batch size of either 32 or 64, note that RNNs are typically more sensitive to the choice of batch size.

- our loss function was categorical cross entropy, fitting using the adam optimizer.

- we used early stopping, on a validation set (20% from the training set) with a patience of 2 epochs.
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Finally, the class probability output, for every token, from a certain configuration of a network as described above is used a CRF real valued feature multiplied by a user chosen weight (default 1). Note that there are $2 \times 3 \times 2 \times 1 \times 1 = 12$ different network configurations.

3.7 Postprocessing

Several different methods [1, 46, 47] have show significant increase in performance including some sort of postprocessing module. Usually a postprocessing module refines the predictions obtained from the module. The refinements performed include: boundary extension to correct for partially matched entities, disambiguation between conflicting results if more than one classifier is used, resolution of abbreviations, use of repeating occurrences of the same entity, etc. In our system, postprocessing is defined as a separate module in nala.learning.postprocessing enabling easily switchable various implementations. We implemented several different postprocessing strategies and combined them together in one module. They are:

- **Splitting of multiple mentions** - According to our annotation guidelines, if we encounter several mentions close to each other joined by some keyword or character (e.g. ‘and’, ‘or’, ‘/’), we annotate them as separate entities. Therefore, we detect the cases where the model predicts one joined mention (e.g. ‘c.A27G/c.G33A’), and split them into to separate mentions (e.g.’c.A27G’, ‘c.G33A’). Since not all mentions that contain the relevant keywords are in fact multiple mentions we perform additional checks on the splits mentions before adding them.

- **Fixing mention boundaries** - Here we aim to correct mentions that are only partially matched due issue with boundaries. We perform several corrections: removing an extraneous parenthesis or adding missing parenthesis at the begin or end of the mention. Additionally, we extend incomplete frame shift mentions at the end. For example the model predicted ‘G75fs’, but we know that frame shifts typically end in fsX followed by a number. Therefore, we look at the neighboring characters and include them if they fit. In the example we would correct the prediction to ‘G75fsX107’. Another boundary correction, tries to detect a missing ‘-’ or ‘+’ token at the beginning of the mention and includes it if appropriate.

- **Inclusion via existing predictions** In order to catch possible false negative mentions and improve the recall of the model we use the existing prediction and find similar prediction to them. More specifically, for each prediction of the model, we build a regular expression, where each specific number and letter is replaced by a pattern matching any number or letter, while preserving the other special
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characters (e.g. +, -, IVS, rs, etc.) and the order. For example if the system predicted ‘+27C>T’, we will form the regular expression ‘+[0-9][0-9][A-Z]>[A-Z]’ and try to find additional matches. An improvement over this strategy was to only consider predictions that have relatively high confidence, and to only consider mentions from the ST subclass.

- **Inclusion via positive patterns.** In another attempt order to catch possible false negative mentions and improve the recall, we defined 18 comprehensive custom regular expression. They are aimed mostly at matching SS and ST mentions and are designed to only match expression for which we are highly certain that they represent a valid mention. If the match does not exist in our set of predictions we simply add it. Otherwise, if we possibly already have an existing overlapping mention and the match has greater length we replace it.

- **Exclusion via negative patterns** Finally, we designed a set of regular expressions aimed at catching false positives in order to improve the precision. For example, often the model would think a mention of a numbered amino acid e.g. ‘Val 45’ is a mutation, when in reality it is not, and the text was referring to the mention in some other context. Any matches by these so called negative patterns are then removed from the set of predictions.

Experiments with combinations of the above mentioned patterns showed that every one of them increase the overall performance, with the exception of ‘Inclusion via existing predictions’. Therefore, our final postprocessing module includes only the other 4 strategies. For details on the performance increase see section 4.6.

3.8 Training Strategies

This section discussed the process of manipulating the training data to overcome shortcomings of the dataset or seed up the development of a model. We named this process training strategies, and explore two different types: strategies based on pruning and strategies based on multiple models.

3.8.1 Pruning

These type of training strategies deal with selecting a subsample of the training data, before sending it to the learning procedure. The necessity of such strategies is two fold. Firstly, during the development of the method we highly valued the ability of quickly trying out new features, pre and post processing steps, or architectures and seeing their effect on the performance. Since training on the complete train set usually
takes significant amount of time, we wanted to train on a smaller subset, there by enabling us to do fast prototyping. The second reason is the data sparsity. In most of our full text document, only a small subset of their parts contain any mentions at all. Furthermore, even for the parts that do contain mentions, they are located in a relatively small number of sentences. Here by parts we mean parts of text from the document, logically belonging together, usually few paragraphs (e.g. the abstract is one part).

For the tmVar corpus only 15.2\% of sentences contain any mention at all. For the IDP4 corpus that number is even smaller at 11.9\%. When we look at token level, things get even worse, only 3.8\% and 3.7\% of tokens are part of a mention (have a label other than 'O') in tmVar and IDP4 respectively. The idea behind the training strategies, in terms of the learning procedure, is to help the model learn better by under-sampling the negative label (label 'O').

To achieve that, we developed two separate training strategies:

- **Simple part pruning** - With this strategy we simply remove the parts that do not contain any mentions from the training data, while keep every other part with at least one mentions.

- **Sentence ratio pruning** - With this strategy we look at individual sentences in each part. All of the sentences that contain at least one mention are kept in the training data. For the rest of the sentences, we randomly sample only $P\%$, where $P$ is hyper-parameter specified by the user. We explored fractions of 0\%, 25\%, 50\%, 75\% and 100\%.

### 3.8.2 Multiple Models

As we have already seen, or training dataset distribution is highly skewed towards examples of the negative label. Furthermore if we examine the distribution in term of subclasses for the positive label, we can see that in the IDP4 corpus we have around 91.9\% of standard mentions, 5.9\% semi-standard mentions and 2.1\% natural language mentions. Again, we have highly skewed distribution towards the ST subclass. Additionally, in early experiments during the development of the method our models exhibited fairly good performance on the ST subclass and was struggling with the SS and NL subclasses. Hand designed feature aimed at better capturing those 2 classes had little to no effect since the model was overwhelmed by examples of one class.

To combat these shortcomings we devised a strategy where we train separate models with examples of only a subset of the subclasses. Specifically, first we run the ExclusiveNLDefiner on the training data, then we delete the mentions of a certain subclasses. Note that here we only delete the labels that signify a mention was annotated at a
certain position in the text and not the sentence or the tokens themselves. The subclasses for the separate models where grouped as follows: only ST on one hand, and either only SS and separately only NL as a 3 model variant or a combination SS + NL for 2 model variant. The final predictions are obtained by taking the union from the predictions of the separate models.

3.9 Bootstrapping

In section 2.2 we discussed and concluded that NL mentions are indeed significant. Since they are significant, our goal to create or extend a corpus to include more natural language mentions is justified. This section details how we extend the original IPD4 corpus, named IDP4+, using the principles of active learning explained in subsection 3.4.5. The process, named bootstrapping, was divided in several main subtasks: creation of document selection pipeline, candidate generation, manual annotation and evaluation. The idea is to apply the bootstrapping process in several subsequent iterations, hopefully improving the model after each one.

3.9.1 Document Selection Pipeline

In order to enrich the corpus with more NL mentions first we need to select articles that are likely to have such mentions from the vast body of unlabeled articles. For that purpose we built the document selection pipeline as separate module with its own interface defined in nala.structures.selection_pipelines.DocumentSelectorPipeline. Note that although such a pipeline can generally be applied for any NER task, at this point in the development of nalaf and nala it is still tied to task of mutation mentions. Conceptually, a document selector executes a step of filters that act on an initial set of documents to produce a small subset of documents of interest. In our case, documents that are likely contain NL mentions. The execution of the selection pipeline, implemented as chain of Python generators, is as follows:

- **Initialization** - Initializes the pipeline with an initial document selector that selects all possible documents we want to consider. So far, we implemented only one such selector in nala.bootstrapping.utils.UniprotDocumentSelector. This selector is a replication of the process used to select documents during the creation of the original IDP4 corpus.

  Briefly, the selector first selects as set of proteins from Uniprot given some query. The default query we used is the following:

  (annotation:(type:natural_variations) \(\text{OR}\) annotation:(type:mutagen))
  \(\text{AND}\) reviewed:yes \(\text{AND}\) organism:"Homo sapiens (Human) [9606]".
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This translates to selection of all the proteins for human, that are in Swissprot and contain an annotation for either natural variations or mutagenesis. Then, for each of those proteins, we download their xml from Uniprot and look for a so called 'evidence' attribute for a sequence variant or mutagenesis site. One type of possible evidence is a PMID for a Pubmed article. Finally, we collect the unique set of PMIDs and yield them as our initial selection.

- **PMID filters** - Next, we apply a series of PMID filters which as input take a stream of PMIDs as yielded by a previous filter or the initial selector and yield a possibly smaller set of PMIDs. A PMID filter implements the interface defined in nala.bootstrapping.pmid_filters.PMIDFilter. So far, we have only one implementation that filters our any PMIDs that have been considered in a previous iteration.

- **Download article** - Then, we run a helper class that takes in the stream of PMIDs, downloads the corresponding articles from PubMed and yields a stream of Documents, as defined in our internal data structure. This step, does not do any filtering and only transforms the data.

- **Document filters** - Finally, we apply a series of Document filters which as input take a stream of Documents as yielded and filter them out based on some logic. We have several implementation chained together.

The **KeywordsDocumentFilter** is a simple filter, that filters our documents that do not contain at least one of a given set of keywords in at least one of their parts. The default keywords we used are ‘mutation’, ‘variation’, ‘substitution’, ‘insertion’, ‘deletion’ and ‘snp’.

The **HighRecallRegexDocumentFilter** uses regular expression to first get a list of sentences with possible natural language mentions. Then each possible mention gets compared to tmVar and nala predictions. If there is no overlap, that is a sign that the existing model cannot recognize the mention. That mention will be considered as NL and thus the document will not be filtered out. Ever other document gets filtered out. The regular expression are designed to have high recall regarding NL mentions while not worrying too much about the precision, hence the name.

The **ManualDocumentFilter** simply queries the user if a document is acceptable or not. The idea is that this filter is used last in the chain, and the user can quickly skim over the contents of the abstract and decide if the document contains and NL mentions. Given that all previous filters did their job properly, the user should not have to go through too many documents to find a set of usable ones.
All of these filters are chained one after another in the order they are described, to form a document selection pipeline. A minor implementation detail, worth noting is that most of the filters used a caching mechanism to speed up the selection process in subsequent iterations.

### 3.9.2 Candidate Generation

In this phase, we take the documents generated from the document selection pipeline, named **candidates**, and we run the best model we have at that point to obtain predictions. Based on the confidence level for each prediction as reported by the model and user selected threshold we mark them as either ‘selected’ if the confidence is above the threshold or ‘pre-selected’ otherwise. The idea behind this distinction, is that the user should not pay much attention to mentions marked as ‘selected’, since the model is already confident about them, but should definitely review those marked as ‘pre-selected’. The initial threshold is chosen as 1, effectively marking all mentions as ‘pre-selected’, with the idea of lowering the threshold in later iterations as the model becomes better and better at predicting NL mentions.

From our earlier experience in annotating mutation mentions during the creation of the IDP4 corpus, we know that it is easier to annotate mutations if you already know the proteins they are associated with. But the manual annotation of the proteins themselves is even more time consuming, especially if the annotator does not have a biomedical background. Therefore, we also run the GNormPlus tagger [16] on the candidates, to obtain predictions for genes and proteins.

### 3.9.3 Manual Annotation and Evaluation

The final step, after we have the candidates along with the predictions is to manually review them, correcting any false positive mentions or add missing false negative mentions. This is done using tagtog [48], the same platform used to create the original IDP4 corpus. After we have done the manual annotation, we import the reviewed document back into nala and evaluate that particular iteration. We perform two evaluations. First, we evaluate the how good is the method only on the document from that particular iteration. Second, we aggregate all the documents from all previous iterations along with the current one, including the IDP4 corpus (dubbed iteration O), and perform cross validation.
4 Results and Discussion

This chapter details the results of our experiments and outlines the key insights we have gained from them. First, we briefly describe our experimental setup. Then, we show detailed evaluation results for different components of our model including: the tokenizer, labeler and postprocessing module. We also evaluate different training and merging strategies. Finally, we evaluate our performance for each iteration of the bootstrapping process and give an estimation of the standard error of our best model.

In order to accurately calculate the performance of our method we have to establish a sound strategy for dividing corpora into separate sets for training and testing. The tmVar corpus already comes split into a train and a test set. All of our models were trained only on the tmVar train set and we report performance only on their test set. This, ensures the comparability of our method to the tmVar system.

For the IDP4/IDP4+ corpus we used few different splitting strategies. Early on, during the development of the method we used a simple randomized split into 2/3 of the documents for training and 1/3 for testing. However, due to the highly skewed distribution of subclasses, as well as the uneven distribution of mentions per document, we quickly realized this is not entirely reliable. Therefore, we implemented a stratified split strategy, where we enforce the additional constraint on both the train and test set to have roughly the same distribution of subclasses. The second strategy used was the traditional n-fold cross validation, where we used in most of our experiments values for n of 5 or 10.

Furthermore, during all of our experiments in training the RNN architectures we used a validation set obtained by randomly sampling 20% of the training set. This validation set was used for early stopping of the training of a neural network with a patience parameter of 2. This means that after each epoch we monitor the loss on the validation set as compared to the loss of the previous epochs. If the loss does not improve after N epochs, where N is the patience parameter we stop the training.

An implementation detail worth noting is that we make sure to always have the same random seed during the randomization part of the splitting to ensure that our experiments are repeatable and the same configuration of hyper parameters will lead to the same results.

Most of the performance measures reported on the IPD4/IDP4+ corpus in the rest of this chapter are calculated using the stratified split strategy, unless noted otherwise.
4 Results and Discussion

4.1 Tokenizers

Here we show the performance of different tokenizers as described in subsection 3.5.1. Although we explored the effect of the NLTKTokenizer, the original tmVarTokenizer, as well as different combinations of our improvements over the tmVarTokenizer, there was no significant difference between most of them. In Table 4.1 we show the detailed performance for 3 separate implementations.

<table>
<thead>
<tr>
<th>class</th>
<th>e/o</th>
<th>tmVar + non capital + non-ascii</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
<th>NLTK</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
<th>tmVar</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>e</td>
<td>0.8738</td>
<td>0.8632</td>
<td>0.8685</td>
<td>0.8838</td>
<td>0.8640</td>
<td>0.8738</td>
<td>0.8671</td>
<td>0.8629</td>
<td>0.8650</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NL</td>
<td>e</td>
<td>0.2791</td>
<td>0.1277</td>
<td>0.1752</td>
<td>0.3824</td>
<td>0.1368</td>
<td>0.2016</td>
<td>0.3404</td>
<td>0.1684</td>
<td>0.2254</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td>e</td>
<td>0.2308</td>
<td>0.1154</td>
<td>0.1538</td>
<td>0.2000</td>
<td>0.0455</td>
<td>0.0741</td>
<td>0.5000</td>
<td>0.2414</td>
<td>0.3256</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td>e</td>
<td>0.8537</td>
<td>0.8132</td>
<td>0.8329</td>
<td>0.8715</td>
<td>0.8149</td>
<td>0.8422</td>
<td>0.8495</td>
<td>0.8155</td>
<td>0.8321</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST</td>
<td>o</td>
<td>0.9563</td>
<td>0.9327</td>
<td>0.9443</td>
<td>0.9662</td>
<td>0.9294</td>
<td>0.9475</td>
<td>0.9478</td>
<td>0.9307</td>
<td>0.9392</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NL</td>
<td>o</td>
<td>0.8095</td>
<td>0.4513</td>
<td>0.5795</td>
<td>0.8571</td>
<td>0.3853</td>
<td>0.5316</td>
<td>0.7460</td>
<td>0.4273</td>
<td>0.5434</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td>o</td>
<td>0.4667</td>
<td>0.2500</td>
<td>0.3256</td>
<td>0.2000</td>
<td>0.0455</td>
<td>0.0741</td>
<td>0.6000</td>
<td>0.3000</td>
<td>0.4000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td>o</td>
<td>0.9632</td>
<td>0.9124</td>
<td>0.9371</td>
<td>0.9738</td>
<td>0.9020</td>
<td>0.9365</td>
<td>0.9580</td>
<td>0.9128</td>
<td>0.9349</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of the performance of tokenizers on the IDP4+ corpus. Three implementation compared. First, original tmVar implementation including the improvement of not splitting by capital letters and separating non-ascii characters into separate tokens. Second, the simple tokenization provided by NLTK. Third, original tmVar implementation. Postprocessing was included. Performance in terms of the different subclasses shown by the first column. Both exact (e) and overlapping (o) mention level scores shown.

As we can see from Table 4.1 the choice of a tokenizer does make some difference. For example, models using the NLTK tokenizer have significantly more trouble in handling SS mentions. The ST class on the other hand is handled equally well by models using any of the tokenizer. After evaluating all of the tokenizers we chose our default tokenizer to be the original tmVar tokenizer with the two additional improvements. The choice of not splitting by capital letter, makes sense since that enables us to keep words intact, needed to properly employ the word embedding features later on. On the other hand, the splitting of non-ascii characters into separate tokens is kept just for consistency with the idea of having a fine grained tokenization.
4.2 Labelers

The tmVar method reported significant difference in using different labels with $F_1$ score of 83.24%, 83.82% and 87.67% for BIO, BIEO and tmVar labeling schemes respectively, gaining a noticeable boost in performance from their fine grained labels [1]. Similarly, we expected same kind of boost in performance. However, as you can see from Table 4.2 our scores are much closer to each other across different labels, with the exception of the simple IO labeling scheme which was not used by the tmVar system at all.

<table>
<thead>
<tr>
<th>e/o</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$ score</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$ score</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$ score</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>0.9463</td>
<td>0.9116</td>
<td>0.9286</td>
<td>0.9244</td>
<td>0.8966</td>
<td>0.9103</td>
<td>0.9095</td>
<td>0.8645</td>
<td>0.8864</td>
<td>0.9353</td>
<td>0.9030</td>
<td>0.9189</td>
</tr>
<tr>
<td>o</td>
<td>0.9871</td>
<td>0.9523</td>
<td>0.9694</td>
<td>0.9791</td>
<td>0.9611</td>
<td>0.9730</td>
<td>0.9813</td>
<td>0.9516</td>
<td>0.9662</td>
<td>0.9894</td>
<td>0.9570</td>
<td>0.9729</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of the performance of labelers on the tmVar corpus. Four implementations compared. First, labeling using the BIEO (begin, inside, end, outside) format. Second, labeling using the BIO (begin, inside, outside) format. Third, labeling using the IO (inside, outside) format. Forth, labeling with the replication of tmVar’s fine grained labels. Postprocessing was included. Both exact (e) and overlapping (o) mention level scores shown.

We observe similar behavior with the IDP4+ corpus as seen in Table 4.3. The only difference here is that the simpler IO labeling seem to work as well as the others in general and slightly better for the NL and SS classes. This might be due to the higher variability of unique tokens as part of NL and SS mentions compared to the variability of tokens in ST mentions.

4.3 Merging Strategies

In subsection 3.1.2 we described a general merging scheme for merging the annotations from multiple annotators in the IDP4 corpus. In step 1 of the scheme, we can choose between 2 general merging strategies, and in step 2 of the scheme we can choose between 3 partially overlapping entity merging strategies, amounting to total of 6 combinations. We explored the effect on performance of all 6 combinations. Additionally, we explored only using a subset of annotators, instead of all 4. However those comparisons showed no significant difference and are not shown here.

In Table 4.4 we show the performance of the intersection merging strategy in combination with all 3 entity merging strategies. While in Table 4.5 We show the performance of the union merging strategy in combination with all 3 entity merging strategies.
4 Results and Discussion

Table 4.3: Comparison of the performance of labelers on the IDP4+ corpus. Four implementations compared. First, labeling using the BIEO (begin, inside, end, outside) format. Second, labeling using the BIO (begin, inside, outside) format. Third, labeling using the IO (inside, outside) format. Forth, labeling with the replication of tmVar’s fine grained labels. Postprocessing was included. Performance in terms of the different subclasses shown by the first column. Both exact (e) and overlapping (o) mention level scores shown.

<table>
<thead>
<tr>
<th>class e/o</th>
<th>BIEO</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
<th>BIO</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
<th>IO</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
<th>tmVar</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST e</td>
<td>0.8738</td>
<td>0.8632</td>
<td>0.8685</td>
<td>0.8634</td>
<td>0.8655</td>
<td>0.8645</td>
<td>0.8495</td>
<td>0.8375</td>
<td>0.8434</td>
<td>0.8585</td>
<td>0.8583</td>
<td>0.8683</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NL e</td>
<td>0.2791</td>
<td>0.1277</td>
<td>0.1752</td>
<td>0.2708</td>
<td>0.1383</td>
<td>0.1831</td>
<td>0.2034</td>
<td>0.1263</td>
<td>0.1558</td>
<td>0.2368</td>
<td>0.0947</td>
<td>0.1353</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS e</td>
<td>0.2308</td>
<td>0.1154</td>
<td>0.1538</td>
<td>0.4286</td>
<td>0.2222</td>
<td>0.2927</td>
<td>0.2857</td>
<td>0.2143</td>
<td>0.2449</td>
<td>0.2727</td>
<td>0.2308</td>
<td>0.2500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all e</td>
<td>0.8337</td>
<td>0.8132</td>
<td>0.8329</td>
<td>0.8433</td>
<td>0.8172</td>
<td>0.8300</td>
<td>0.8200</td>
<td>0.7895</td>
<td>0.8045</td>
<td>0.8599</td>
<td>0.8081</td>
<td>0.8313</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST o</td>
<td>0.9563</td>
<td>0.9357</td>
<td>0.9443</td>
<td>0.9449</td>
<td>0.9348</td>
<td>0.9398</td>
<td>0.9577</td>
<td>0.9340</td>
<td>0.9497</td>
<td>0.9641</td>
<td>0.9328</td>
<td>0.9482</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NL o</td>
<td>0.8095</td>
<td>0.4513</td>
<td>0.5795</td>
<td>0.7612</td>
<td>0.4513</td>
<td>0.5667</td>
<td>0.7229</td>
<td>0.5042</td>
<td>0.5941</td>
<td>0.8124</td>
<td>0.4035</td>
<td>0.5412</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS o</td>
<td>0.4667</td>
<td>0.2500</td>
<td>0.3256</td>
<td>0.4286</td>
<td>0.2222</td>
<td>0.2927</td>
<td>0.3636</td>
<td>0.2759</td>
<td>0.3137</td>
<td>0.2727</td>
<td>0.2308</td>
<td>0.2500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all o</td>
<td>0.9632</td>
<td>0.9124</td>
<td>0.9371</td>
<td>0.9514</td>
<td>0.9144</td>
<td>0.9255</td>
<td>0.9615</td>
<td>0.9212</td>
<td>0.9409</td>
<td>0.9678</td>
<td>0.9089</td>
<td>0.9375</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The general conclusions that can be drawn by examining Table 4.4 and Table 4.5 are the following:

- Intersection is consistently outperforming union with an average difference of 2%-5%, depending on the entity merging strategy. This makes a lot of sense, since we are effectively only considering mentions for which all of the annotators agree

Table 4.4: Comparison of the performance of intersection merging strategy on the IDP4+ corpus. Three entity merging strategies compared, show from left to right, shortest entity, longest entity and priority. Postprocessing was included. Performance in terms of the different subclasses shown by the first column. Both exact (e) and overlapping (o) mention level scores shown.

<table>
<thead>
<tr>
<th>class e/o</th>
<th>shortest entity</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
<th>longest entity</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
<th>priority</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST e</td>
<td>0.8957</td>
<td>0.8875</td>
<td>0.8916</td>
<td>0.8502</td>
<td>0.7790</td>
<td>0.8130</td>
<td>0.8738</td>
<td>0.8632</td>
<td>0.8685</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NL e</td>
<td>0.2927</td>
<td>0.1379</td>
<td>0.1875</td>
<td>0.1746</td>
<td>0.1100</td>
<td>0.1350</td>
<td>0.2791</td>
<td>0.1277</td>
<td>0.1752</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS e</td>
<td>0.3125</td>
<td>0.1562</td>
<td>0.2083</td>
<td>0.0385</td>
<td>0.0370</td>
<td>0.0377</td>
<td>0.2308</td>
<td>0.1154</td>
<td>0.1538</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all e</td>
<td>0.8756</td>
<td>0.8376</td>
<td>0.8562</td>
<td>0.8081</td>
<td>0.7222</td>
<td>0.7655</td>
<td>0.8537</td>
<td>0.8132</td>
<td>0.8329</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST o</td>
<td>0.9420</td>
<td>0.9322</td>
<td>0.9371</td>
<td>0.9465</td>
<td>0.8722</td>
<td>0.9078</td>
<td>0.9563</td>
<td>0.9327</td>
<td>0.9443</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NL o</td>
<td>0.7966</td>
<td>0.4519</td>
<td>0.5767</td>
<td>0.6667</td>
<td>0.4715</td>
<td>0.5524</td>
<td>0.8095</td>
<td>0.4513</td>
<td>0.5795</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS o</td>
<td>0.4118</td>
<td>0.2121</td>
<td>0.2800</td>
<td>0.2414</td>
<td>0.2333</td>
<td>0.2373</td>
<td>0.4667</td>
<td>0.2500</td>
<td>0.3256</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all o</td>
<td>0.9442</td>
<td>0.9071</td>
<td>0.9252</td>
<td>0.9445</td>
<td>0.8623</td>
<td>0.9015</td>
<td>0.9632</td>
<td>0.9124</td>
<td>0.9371</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4 Results and Discussion

to some degree. Edge cases, for which some annotators would agree that they constitute a mention while others would not, are discarded.

- The priority merging strategy is also consistently better than shortest and longest entity for both intersection and union. Again, this makes sense since the priority was assigned according to the highest average inter-annotator agreement as discussed in subsection 3.1.2.

Therefore, we choose the intersection + priority combination for our default merging strategy which is the best performing combination out of all 6.

4.4 Training Strategies

In section 3.8 we described different training strategies and the motivation behind them. In this section we explore the effect they have on performance.

4.4.1 Pruning

First, we perform a comparison of pruning strategies as described in subsection 3.8.1. We explored 7 different pruning strategies: no pruning at all, simple part pruning, and 5 different sentence ratio pruning strategies with the fractions of sentences that do not contain mentions set at 0%, 25%, 50%, 75% and 100%. The training strategies

<table>
<thead>
<tr>
<th>class</th>
<th>e/o</th>
<th>shortest entity</th>
<th>longest entity</th>
<th>priority</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F$_1$ score</td>
</tr>
<tr>
<td>ST</td>
<td>e</td>
<td>0.8463</td>
<td>0.7957</td>
<td>0.8202</td>
</tr>
<tr>
<td>NL</td>
<td>e</td>
<td>0.3667</td>
<td>0.2136</td>
<td>0.2699</td>
</tr>
<tr>
<td>SS</td>
<td>e</td>
<td>0.2799</td>
<td>0.1311</td>
<td>0.1778</td>
</tr>
<tr>
<td>all</td>
<td>e</td>
<td>0.8195</td>
<td>0.7418</td>
<td>0.7787</td>
</tr>
<tr>
<td>ST</td>
<td>o</td>
<td>0.9138</td>
<td>0.8646</td>
<td>0.8885</td>
</tr>
<tr>
<td>NL</td>
<td>o</td>
<td>0.6933</td>
<td>0.4407</td>
<td>0.5389</td>
</tr>
<tr>
<td>SS</td>
<td>o</td>
<td>0.4375</td>
<td>0.2188</td>
<td>0.2917</td>
</tr>
<tr>
<td>all</td>
<td>o</td>
<td>0.9156</td>
<td>0.8393</td>
<td>0.8758</td>
</tr>
</tbody>
</table>

Table 4.5: Comparison of the performance of union merging strategy on the IDP4 corpus. Three entity merging strategies compared, show from left to right, shortest entity, longest entity and priority. Postprocessing was included. Performance in terms of the different subclasses shown by the first column. Both exact (e) and overlapping (o) mention level scores shown.
4 Results and Discussion

involving pruning showed no significant difference as can been seen in Table 4.6. The only advantage of using pruning is to reduce the training time.

<table>
<thead>
<tr>
<th>class</th>
<th>25% sentence pruning</th>
<th>75% sentence pruning</th>
<th>simple part pruning</th>
<th>no pruning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>$F_1$ score</td>
<td>Precision</td>
</tr>
<tr>
<td>ST</td>
<td>e</td>
<td>0.8411</td>
<td>0.8666</td>
<td>0.8546</td>
</tr>
<tr>
<td>NL</td>
<td>e</td>
<td>0.3125</td>
<td>0.1613</td>
<td>0.2128</td>
</tr>
<tr>
<td>SS</td>
<td>e</td>
<td>0.1905</td>
<td>0.1429</td>
<td>0.1633</td>
</tr>
<tr>
<td>all</td>
<td>e</td>
<td>0.8191</td>
<td>0.8200</td>
<td>0.8195</td>
</tr>
<tr>
<td>ST</td>
<td>o</td>
<td>0.9256</td>
<td>0.9401</td>
<td>0.9328</td>
</tr>
<tr>
<td>NL</td>
<td>o</td>
<td>0.7761</td>
<td>0.4685</td>
<td>0.5843</td>
</tr>
<tr>
<td>SS</td>
<td>o</td>
<td>0.4167</td>
<td>0.3226</td>
<td>0.3636</td>
</tr>
<tr>
<td>all</td>
<td>o</td>
<td>0.9546</td>
<td>0.9232</td>
<td>0.9289</td>
</tr>
</tbody>
</table>

Table 4.6: Comparison of the performance of pruning merging strategy on the IDP4+ corpus. Four pruning strategies compared. First, 25% of sentences that do not contain any mention kept. Second, 75% of sentences that do not contain any mention kept. Third, simple part pruning. Forth, no pruning at all. Postprocessing was included. Performance in terms of the different subclasses shown by the first column. Both exact (e) and overlapping (o) mention level scores shown.

4.4.2 Multiple models

Next, we perform a comparison of training strategies in terms of multiple models as described in subsection 3.8.2. We explored the performance of 4 different models: either training on subclasses ST, SS and NL separately, or training with SS+NL joined. The performance of the separate models is shown in Table 4.7.

Merging the predictions of the separate models together, to produce final predictions showed no significant difference compared to the same model and training with all subclasses included (comparison not shown here).

As we can see from Table 4.7 the model trained only on ST instances showed slightly worse performance compared to a general model, but still was fairly close. Interestingly enough we have a few false positive predictions of subclass NL and none of subclass SS.

The model trained only on NL mentions had no improvements compared to the general model and only gives predictions within its own subclass without false positives for the other subclasses. The model trained only on SS instances performed the worst and in the exact matching scenario the difference is not noticeable with the general method. This model also predicts false positives from the NL subclass.

Finally, the model trained on both SS+NL mentions together outperforms the standalone models. Although it is slightly better for those subclasses compared to the
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Table 4.7: Comparison of training on separate models on the IDP4+ corpus. Four different models where trained show from left to right training: just on subclasses ST, just on subclasses SS, just on subclasses NL and finally training on subclasses SS+NL joined together. A value of ‘/’ indicates that no predictions for that subclass were made.

Postprocessing was not included, since the postprocessing module works on all subclasses at once. Performance in terms of the different subclasses shown by the first column. Both exact (e) and overlapping (o) mention level scores shown.

general model shows no significant improvement.

4.5 Features

During the early development stages of nala, we determined the baseline feature set that reliably predicts mutation mentions. This baseline feature set, also referred to as the default features consists of the following generators:

- SimpleFeatureGenerator, PorterStemFeatureGenerator and SentenceMarkerFeatureGenerator as standard NER features.

- TmVarFeatureGenerator and TmVarDictionaryFeatureGenerator as mutation-specific features.

- WindowFeatureGenerator with a window of 6 tokens, 3 from left and 3 from right of the current token and the following subset of features included in the window: the word, the stem of the word, and all of the features generated by TmVarDictionaryFeatureGenerator.

After we established our baseline feature set, all newly developed features were compared against it. The rest of this section details the insights and results we gained.
4.5.1 Standard Features

The NonAsciiFeatureGenerator made absolutely no difference in the performance. Originally, we noticed that the model had difficulties predicting some mentions that contained some non-ascii characters. The idea was to help the model learn such mentions more easily with this feature. Ultimately the prevalence of these mentions is low, and this feature was not relevant.

PosTagFeatureGenerator and NounPhraseFeatureGenerator which are typically included features in many NER models, did not make a significant difference in performance. We believe this is mostly due to our fine grained tokenization. Most of the tokens that are part of ST mentions would not be categorized as any specific part-of-speech tag or noun phrase, so the result for ST mentions is not surprising. However, our expectations that these features would help in the case of SS and NL mention were not met. This might be partly due to the insufficient examples of such mentions, so they have to be reevaluated after more examples are gathered.

As input to the ConjunctionFeatureGenerator we experimented with different sets of tuples. Specifically we created three candidate lists, and then for each list we generated all combinations of pairs and all combinations of triples. The first list included: the token itself in a window of 2 and the part-of-speech tag also in a window of 2. So for example one possible conjunction can be: ‘word[-1] | tag[2] | word [-2]’ = ‘of | NN | mutation’. The second list contained the features generated by SemiStandardFeatureGenerator in a window of 2. The third list contained the features generated by RegexNLFeatureGenerator again in a windows of 2. Unfortunately, none of these feature helped in increasing the performance of our model. On the contrary, the conjunction features based on features aimed at capturing SS and NL mentions made the performance worse. Examination of the learned weights led us to believe that by including these features our model was prone to over-fitting.

Furthermore, using the above mentioned NL and SS mutation-specific feature generators as either standalone features or with different window selections, did not improve the performance, but it also did not make the performance worse as was the case when they were used as conjunctions.

4.5.2 Word Representation Features

We evaluated two types of word representation features: based on Brown clustering and based on neural word embeddings.

The representations induced by Brown clustering showed no significant difference for different settings of the number of clusters (we tried: 100, 500 and 1000 clusters) and different settings of the weight parameter. However, close examination of the
learned weights by the model when using these features showed that a few of them had really high weights, meaning that they are quite descriptive. With that in mind, the reason as to why they did not improve the performance is probably because the same information is already being captured by the hand-crafted features.

When it comes to the word representation features based on neural word embeddings we evaluated both the CBOW (continuous bag of words) and the skip-gram architecture, with context windows of either 5 or 10, trained on the entire set of MEDLINE/PubMed abstracts. Additionally, we experimented with different settings of the weight parameter as described in subsection 3.6.3. Most of the experiment yielded no significant increase in performance with the exception of one configuration. Using the CBOW architecture, with a context window of 10 and the weight parameter at 2 we observed a slight increase in performance.

As we can in Table 4.8, we have an increase of the $F_1$ score of around 4% for NL mentions and 2% for SS mention in the exact matching scenario. When we allow for overlapping matches there is only an increase of the $F_1$ score for NL mentions of around 4%. ST mentions do not see any significant change in performance. This is to be expected since the word embedding features are aimed mostly at capturing NL mentions.

Since these features showed improvement we include them along with our baseline feature set as part of our best performing model. Estimation about the standard error for the best performing model, as well as performance evaluation on both tmVar and the IDP4+ corpus can be seen in section 4.8.

A separate experiment in which we included only word embedding and none of the hand-crafted features yielded performance almost as good as the baseline features. This experiment, tells us that the word embeddings definitely captured some vital information to the learning task.

Finally, all of the RNN-based features showed no increase in performance. However, due to time limitations we only performed a small number of experiments and we cannot count these features out as not relevant until more detailed study is performed.

### 4.6 Postprocessing

In this section we showed the effect of postprocessing on performance as described in section 3.7. The tmVar system also used a form of postprocessing and for them the increase in performance was significant from 87.67% to 91.39%. As we can see from Table 4.9, we have a similar increase in performance, which is two fold, both in precision and recall, and therefore a general increase in $F_1$ score as well. More specifically, from 88.00% to 92.86% in the exact matching scenario and from 94.67% to
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with out word embeddings | with word embeddings
---|---
{\text{subclass}} | {\text{e/o}} | Precision | Recall | \(F_1\) score | Precision | Recall | \(F_1\) score
ST | e | 0.8738 | 0.8632 | 0.8685 | 0.8730 | 0.8656 | 0.8693
NL | e | 0.2791 | 0.1277 | 0.1752 | 0.3125 | 0.1613 | 0.2128
SS | e | 0.2308 | 0.1154 | 0.1538 | 0.2222 | 0.1481 | 0.1778
all | e | 0.8537 | 0.8132 | 0.8329 | 0.8504 | 0.8177 | 0.8337

Table 4.8: Performance effect of using word emeddings on the IDP4+ corpus. The first column show the performance without word embeddings. The second column show the performance with word embeddings. The CBOW (continuous bag of words) architecture, with a context window of 10 words and a weight of 2 was used to generate the word embeddings. Default tokenizer and BIEO labeler are used. Both exact (e) and overlapping (o) mention level scores are shown.

96.94% in the overlapping matching scenario. The increase in precision, especially in the exact matching scenario is mostly due to the part of the postprocessing dedicated to fixing boundary issues. When boundaries are fixed entities previously considered a partial match are now matched exactly. The negative patterns, aimed at detecting false positives also help with precision. The increase in recall however, is mostly due to the positive patterns that help catch false negatives.

Table 4.9: Effect of postprocessing on performance on the tmVar corpus. First, on the left shown the performance without postprocessing, next on the right, the performance with postprocessing. Default feature set and tokenizer used with BIEO labeler. Both exact (e) and overlapping (o) mention level scores shown.

Similarly to the tmVar corpus our postprocessing module shows increased in performance for the ID4P+ corpus as well, as we can see from Table 4.10. The increase in
performance here is mostly for the ST subclass, which is especially evident in the exact matching scenario. However, since the ST subclass is the biggest one by far that increase is naturally reflected in the overall increase in performance.

<table>
<thead>
<tr>
<th>class</th>
<th>e/o</th>
<th>without postprocessing</th>
<th>with postprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Precision    Recall    F₁ score</td>
<td>Precision    Recall    F₁ score</td>
</tr>
<tr>
<td>ST</td>
<td>e</td>
<td>0.8463      0.7763     0.8098</td>
<td>0.8738      0.8632     0.8685</td>
</tr>
<tr>
<td>NL</td>
<td>e</td>
<td>0.2453      0.1354     0.1745</td>
<td>0.2791      0.1277     0.1752</td>
</tr>
<tr>
<td>SS</td>
<td>e</td>
<td>0.1333      0.0645     0.0870</td>
<td>0.2308      0.1154     0.1538</td>
</tr>
<tr>
<td>all</td>
<td>e</td>
<td>0.8193      0.7291     0.7716</td>
<td>0.8537      0.8132     0.8329</td>
</tr>
<tr>
<td>ST</td>
<td>o</td>
<td>0.9620      0.8804     0.9194</td>
<td>0.9563      0.9327     0.9443</td>
</tr>
<tr>
<td>NL</td>
<td>o</td>
<td>0.7333      0.4741     0.5759</td>
<td>0.8095      0.4513     0.5795</td>
</tr>
<tr>
<td>SS</td>
<td>o</td>
<td>0.4444      0.2353     0.3077</td>
<td>0.4667      0.2500     0.3256</td>
</tr>
<tr>
<td>all</td>
<td>o</td>
<td>0.9613      0.8627     0.9093</td>
<td>0.9632      0.9124     0.9371</td>
</tr>
</tbody>
</table>

Table 4.10: Effect of postprocessing on performance on the IDP4+ corpus. First, on the left shown the performance without postprocessing, next on the right, the performance with postprocessing. Default feature set and tokenizer used with BIEO labeler. Performance in terms of the different subclasses shown by the first column. Both exact (e) and overlapping (o) mention level scores shown.

4.7 Bootstrapping

In order to evaluate if the bootstrapping iterations, as described in section 3.9, are helping with the performance we performed 10-fold cross validation at each iteration \(i\), including the data from all previous iterations \(0, 1, \ldots, i-1, i\). We calculate precision, recall and \(F_1\) score for each subclass separately and for every mention in total.

In Figure 4.1 we show the evolution of precision, recall and \(F_1\) score for each iteration, for all mentions together. We can see that both the precision and recall are slowly rising, leading to an increase in \(F_1\) score as well.

More importantly we want to see how the performance changes in terms of each subclass, which is shown in Figure 4.2. The performance of the standard mentions stays relatively unchanged throughout iterations as expected, both since we are not adding many examples of such mentions and because we are already fairly good at predicting them. We have most likely reached the limit for the ST subclass. The
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Figure 4.1: Evolution of precision, recall and $F_1$ score for each iteration for all mentions together. IDP4+ corpus, 10-fold cross validation.

The semi-standard subclass shows some improvement during the iterations, but it is still our worse performing subclass. This is naturally to be expected with the smallest number of examples available at around 2%. Finally, the natural language mentions subclass show a slower but steadier increase in performance. This we believe is a direct reflection of the fact that we selected on purpose documents containing NL mentions for every iteration.

Figure 4.2: Evolution of $F_1$ score for each mention type and each iteration. IDP4+ corpus, 10-fold cross validation.
4.8 Standard Error Estimation

To truly evaluate the performance of our best model we perform an estimation of the standard error with the following procedure. We randomly select 15% of documents without replacement from the dataset over 1000 iterations. For each iteration we calculate and store the performance measures of interest, specifically: precision, recall and $F_1$ score. Finally, we estimate the standard error from the 1000 measurements using the standard deviation from the overall performance.

Here, by our best performing model we refer to the following configuration of hyper parameters: baseline feature set + word embedding features, default tokenizer, BIEO labels with simple part pruning and postprocessing included. The results for the IDP4+ corpus are shown in Table 4.11, and the results for the tmVar corpus are shown in Table 4.12.

<table>
<thead>
<tr>
<th>subclass</th>
<th>e/o</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>e</td>
<td>$0.8730 \pm 0.0027$</td>
<td>$0.8656 \pm 0.0025$</td>
<td>$0.8693 \pm 0.0025$</td>
</tr>
<tr>
<td>NL</td>
<td>e</td>
<td>$0.3125 \pm 0.0078$</td>
<td>$0.1613 \pm 0.0039$</td>
<td>$0.2128 \pm 0.0047$</td>
</tr>
<tr>
<td>SS</td>
<td>e</td>
<td>$0.2222 \pm 0.0089$</td>
<td>$0.1481 \pm 0.0086$</td>
<td>$0.1778 \pm 0.0112$</td>
</tr>
<tr>
<td>all</td>
<td>e</td>
<td>$0.8504 \pm 0.0027$</td>
<td>$0.8177 \pm 0.0026$</td>
<td>$0.8337 \pm 0.0025$</td>
</tr>
<tr>
<td>ST</td>
<td>o</td>
<td>$0.9552 \pm 0.0008$</td>
<td>$0.9338 \pm 0.0018$</td>
<td>$0.9444 \pm 0.0011$</td>
</tr>
<tr>
<td>NL</td>
<td>o</td>
<td>$0.8116 \pm 0.0061$</td>
<td>$0.4956 \pm 0.0059$</td>
<td>$0.6154 \pm 0.0053$</td>
</tr>
<tr>
<td>SS</td>
<td>o</td>
<td>$0.4000 \pm 0.0108$</td>
<td>$0.2759 \pm 0.0092$</td>
<td>$0.3265 \pm 0.0084$</td>
</tr>
<tr>
<td>all</td>
<td>o</td>
<td>$0.9625 \pm 0.0007$</td>
<td>$0.9182 \pm 0.0018$</td>
<td>$0.9399 \pm 0.0011$</td>
</tr>
</tbody>
</table>

Table 4.11: Standard error estimation for the IDP4+ corpus for the best performing model with the following configuration: baseline feature set + word embedding features, default tokenizer, BIEO labels with simple part pruning and postprocessing included.

<table>
<thead>
<tr>
<th>e/o</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>$0.9487 \pm 0.0011$</td>
<td>$0.9159 \pm 0.0017$</td>
<td>$0.9320 \pm 0.0013$</td>
</tr>
<tr>
<td>o</td>
<td>$0.9871 \pm 0.0005$</td>
<td>$0.9543 \pm 0.0012$</td>
<td>$0.9704 \pm 0.0007$</td>
</tr>
</tbody>
</table>

Table 4.12: Standard error estimation for the tmVar corpus for the best performing model with the following configuration: baseline feature set + word embedding features, default tokenizer, BIEO labels with simple part pruning and postprocessing included.
5 Conclusion and Future Work

By the end of this thesis we can say that we have accomplished all of the goals we set for ourselves in the beginning. We accomplished our first goal of studying the significance of natural language (NL) mentions and showed that they are indeed significant. Leveraging active learning approaches we also accomplished our second goal.

Our method was able to satisfy the requirements of being comparable or better than tmVar. The performance on the tmVar corpus, using our best model is surpassing that of the original tmVar system [1]. We achieve precision of 94.87 ± 0.11%, recall of 91.59 ± 0.15% and $F_1$ score of 93.20 ± 0.12%, compared to a precision of 91.38%, recall of 91.40% and $F_1$ score of 91.39% for the tmVar system [1]. Finally, we can also confidently state that we achieved our goal of creating a tool that will be useful for the community.

All in all, the first notable contribution of this thesis is the study of the significance on natural language (NL) mentions. We show that a significant amount of documents (between 32% and 45% depending on the corpus) contain potentially novel NL mutation mentions not expressed as standard mentions within the same text. Additionally, between 5% and 12% of total mentions are potentially novel NL mentions.

The second notable contribution is the development of nalaf, a well-documented and extensible Python framework for general-purpose text mining tasks. Currently nalaf supports named-entity recognition and relationship extraction, including all pre- and post-processing steps as well as a rich set of feature generators.

The most important contribution is the development of the nala machine learning method for mutation mention extraction. Nala is also available as an open source Python library, is built on top of nalaf and follows the same design principles.

The nala method outperforms current state-of-the-art methods for mutation mention extraction for mentions expressed in standard language. Additionally, nala is able to recognize mentions expressed in natural language, previously unconsidered by any other method with precision of 0.8116 ± 0.0061, recall of 0.4956 ± 0.0059 and $F_1$ score of 0.6154 ± 0.0053. On the task of recognition of NL mentions there is still room for improvement. The lack of training data for those mentions is clearly reflected in the performance. Our studies suggest that the unsupervised pre-training of word representation features does improve performance on NL mentions. These initial promising results call for further research in this area.
Finally, a by-product of the nala method is the extended IDP4+ corpus. Using an active learning approach, in a series of 7 iterations, we enriched the original IDP4 corpus with new documents containing a significant amount of NL mentions. Our corpus joins other large gold-standard and high-quality corpora for the benefit of the biomedical natural language processing community.

Future work includes additional studies on the neural word embeddings and the RNN-based features as well as improvement of the document selection pipeline. Advanced techniques for comprehensive feature selection have to also be developed. Beyond the scope of this thesis we continue to extend the IDP4+ corpus with more bootstrapping iterations.
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