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Motivation Ingredient 1: Locality Our certificate ...
Many tasks involve multiple predictions based on a single input ... Predictions are based on local receptive fields (think GCN). .. yields orders of magnitude stronger robustness guarantees,
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Ingredient 2: Linear certificate encoding Attribute deletions
Enable evaluation of single-prediction certificates within LPs ... | |
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Certity each prediction independently! .. by encoding their pareto front in the adversarial budget space. 0.0
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Combining Ingredients 1 & 2

.. compatible with any single-prediction certificate,
e  Optimize over a single perturbed graph
L « Aggregate local perturbation b™ in each receptive field
e Evaluate single-prediction certificates based on b(™
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